Adjustments for network meta-analysis with a small
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number of studies by Bartlett-type corrections using an analytical approach
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EOur proposed method can analytically derive Bartlett-type correctionsé
for the Wald, Likelihood Ratio, and Score test statistics when nuisance
_parameters are estimated by not only the ML method but also the REML |
. method. We can derive the explicit confidence intervals for all three test:
In addition, by applying the parametric bootstrap to theé

statistics.
- adjusted test statistics, the higher order correction can be obtained.

Principle findings We propose the three novel achievements that
formulate the confidence intervals, identify the bias mechanism, and
decrease the calculation time for deriving Bartlett-type adjustment terms.
Specifically, we made the the following innovations.

1. We formulate the three explicit confidence intervals of Wald, Likelihood
ratio (LR), and Score test statistic using ML and REML estimator for
nuisance parameters. This formulation helps to clarify the bias
mechanism or derive explicit Bartlett- type correction terms.

2. We derive the explicit Bartlett-type correction terms via the asymptotic
expansion. Here, we make improvements on the results of Kojima and
Kubokawa (2013). In other words, we also derive the Bartlett-type
correction of LR using the REML estimator.

3. We do not have to numerically calculate the Bartlett correction terms,
and the calculation time can be reduced to 1 over m relative to the
method with m bootstrap samples.

Notations

n : the number of studies

p : the number of treatment effects of interest

p;: the number of outcomes of the i-th study

N: Zl =1 Di

u : px1 parameter vector of the average treatment effect
across all studies

null hypothesis Hy : ' pu=rTp,

En, | X] =E|X|Ho],

A 9 (1i(8 ~ 9(h(e)?
1210 (0) — (gﬁ( ))7 (h(e) )(i) — (8(92) )7
)(0) 8(329(i9))’ 3i5)(0) = 83(; ézj)_),

Multivariate random effects meta-analysis model
Consisting of the within-study model and between-studies model,

(within-study model) y, =X ;8, + e;,
(between-studies model) 3, =p + v,

y; : p; X1 vector of a known estimator of a treatment effect within the i-th study

X; : p;Xp; design matrix in which the element of a treatment corresponding to y;;is 1 and
the others are 0

B.: px1 vector of a treatment effect within the i-th study

e; : p; X1 vector of an error within the i-th study, e;~N (0, R;)

R;: p;Xp; known covariance matrix of the i-th study

v; : pX1 vector of an error between studies, v;~N(0,V(0))

V(0) : pXp covariance matrix, The covariance structure of is known.

0 : gx1 nuisance unknown parameter vector
To easily calculate the asymptotic expansion, we consider the marginal model of the

multivariate random effects meta-analysis model as
y=Xp+e €~N(0,3(0)),

y = (y7,..,y0)T is an Nx1 matrix.
= (X7, .., X")T is an Nxp matrix.
R = diag(R4, ..., R,) is an NXN matrix, diag denotes the block diagonal matrix.
G(9) = Zdiag(V(O), V(B))ZT is an NxN matrix, Z = diag(X4, ..., X;,) is an NXnp matrix.
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' Abstract Consider network meta-analysis in a small number of studies:
‘that cannot hold a nominal confidence level. A bias adjustment method |
Eusing bootstrap has been proposed by Noma et al. (2018). However, this
Eapproach has three problematic aspects: (1) the confidence intervalsé
.cannot be expressed in closed form, and one also has to be derived by a |
numerical approach. (2) Because they did not identify the mechanism of
the bias in the confidence intervals, they had to use a computational |
'method such as bootstrap method. Consequently, it remains unclear why |
Ethe bias occurs and how it should be is adjusted. (3) The bootstrap:
_calculation takes too much time to numerically solve the maximum§
likelihood estimator or restricted maximum likelihood estimator, as m sets
. of bootstrap samples need to be generated and m maximum likelihood'
E(ML) or restricted maximum likelihood (REML) estimators need to beé
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Wald, LR, and Score test statistic & confidence intervals
I(11(@), 8)is ML or REML function, 8 is an estimator maximizing (fi(6), 6)
[(1n(0),0) is ML or REML function under restricted under the null hypothesis,

~

@ is an estimator maximizing {(z(0), 0)
Wald test statistic

W ®) = -2 (1(ii(6),8) - 1((8),9) ) =
LR test statistic

(rTA@) ~ r7hy)
()2

where h(6) = \/TT(XTE(H)_lx)_l

LR(9,6) = —2 (((9),0) — U(7(8),8)) = —25(8,8) + W (), 5(8,6) = (1a(6),8) — 1((8),6)

Score test statistic

5@ = -2 (@), 9) - 13©),9) = " EC )(‘)’" to) 1w (@)

AN

Confidence interval based on the Wald: ' 7i(6) — z,, /gh(9) < 'rTuo < rT{(8) + 24/2h(8).

Confidence interval based on the LR: r"(8) — /22, + 26(8,8)h(8) < r7py < r7fa(8) + /22, + 26(8, ) (D).

Confidence interval based on the Score: 77 f(8) — z4/2h(8) < rTuy < rTH(6) + z4/2h(8).

Zq/2 is the upper a/2% of the standard normal distribution

Principle findings (Bartlett Adjustment)

Confidence interval of the Wald test statistic with Bartlett-type adjustment.
rT () — za/2h(8)/weor (22 ;) < 77 g < TTR(®) + 20/h(B) /weor (22 5)
Confidence interval of the LR test statistic with Bartlett-type adjustment.
— V/LReorh(8) < Ty < T 1(6) + \/LReoph(8), Where LReor = 22 ylreor(22 15) + 26(8, 6).

Confidence interval of the Score test statistic with Bartlett-type adjustment.

rTﬁ(a) - za/2h(5) Scor(zi/z) = TTIJ/Q S TTﬁ(é) + Za/gh(a)\ / scor(zi/z)

Because the coverage probabilities of the naive confidence intervals are 1 — a + O(N 1), the second-order bias (O(N ~')) occurs. However,
because the coverage probability in the above adjusted confidence intervals is 1 — a + O(N ~3/2), the second-order bias is removed. In
addition, by applying the parametric bootstrap to the adjusted test statistics, the higher order correction can be obtained.

. Bartlett adjustment equations o _rTA@) ~rE(6) |, _ rTRO) — Ty _ 1)’ h(6)
. . . ' h(6) T h(0) ’ h(6)?
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Scor(2) =1 — En, [a%] + EH, [02] b (1 — z)Eg,|[cf]. L e =—3Y" 921( ,(L(;)Z() =1 Z” 1 91ié1j%
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Simulation results

There are four treatments (A-drug, B-drug, C-drug, and
placebo [P]). We are interested in a comparison between the
outcome of P and each of the three drugs. We counted the
number of the 95% confidence intervals that include the true

value.
P
Table 1: Setting of simulation study 1
Design || # of Studies | # of Studies
C n Pvs A 3 9
PvsB 2 6
PvsC 2 6
AvsB 2 6
2 AvsC 1 3
Figure 1: Diagram of simulation study 1 Total 10 30
N=10

MLE py | 86.1  93.6  93.1 929 | 889 944 94.0 96.8 |93.3 955 948 95.1
MLE o || 86.8  93.8 929 929 | 89.2 948 93.5 976 | 93.7 96.1 951 95.1
MLE n3 || 86.7  93.9 91.3 91.1 | 89.5 948 92.0 96.8 935 959 929 93.1
REMLE | p; || 91.3 946  96.2 96.2 | 94.8 95.5 95.8 95.8 | 982 963 958 95.8
REMLE | po || 91.7 946 959 96.1 | 95.0 95.9 96.1 96.1 | 98.5 96.7 95.7 95.5
REMLE | p3 || 91.9 946 948 948 | 95.1 95.9 95.2 95.0 | 985 96.7 948 95.0
N=30

estimator W WBY Wia WES | LR LREBC LRz LRECS | 8 8BC Sww SEC
MLE | ;| 923 946 959 959 | 932 948 957  96.8 | 943 949 955 945
MLE | pup | 923 946 946 947 | 931 948 946 963 | 944 950 945 945
MLE | pu3 | 926 950 959 958 | 936 951 959  96.8 | 947 952 96.1 96.1
REMLE | p; || 93.8 949 957 957 [94.7 949 954 953 | 957 950 953 953
REMLE | p, || 939 949 945 955 [948 950 945 945 | 956 951 945 945
REMLE | us || 942 951 96.0 959 |950 953 958 958 |96.1 953 960 96.0

Conclusion Through the simulation, we confirmed that the confidence intervals
of the three test statistics with Bartlett-type adjustment were improved.

In this research, we derived the three explicit confidence intervals and the
explicit Bartlett-type correction terms via the asymptotic expansion, In addition,
we do not have to numerically calculate the Bartlett correction terms.
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