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1 Skew divergence

Definition 1. (Skew divergence) The skew divergence D
(λ)
S [p∥q] : P×P →

[0,∞] is defined between two Radon–Nikodym densities p and q of µ-
absolutely continuous probability measures by

D
(λ)
S [p∥q] := DKL[p∥(1− λ)p + λq] =

∫
X
p ln

p

(1− λ)p + λq
dµ,

where λ ∈ [0, 1].

2 α-geodesic

Definition 2. (f -interpolation) For any a, b,∈ R, λ ∈ [0, 1] and α ∈ R,
f -interpolation is defined as

m
(λ,α)
f (a, b) = f−1

α

(
(1− λ)fα(a) + λfα(b)

)
, (1)

where

fα(x) =

{
x

1−α
2 (α ̸= 1)

lnx (α = 1)
(2)

is the function that defines the f -mean.

The f -mean function satisfies

lim
α→∞

fα(x) =


∞ (|x| < 1),

1 (|x| = 1),

0 (|x| > 1),

, lim
α→−∞

fα(x) =


0 (|x| < 1),

1 (|x| = 1),

∞ (|x| > 1).

It is easy to see that this family includes various known weighted means
including the e-mixture and m-mixture for α = ±1 in the literature of infor-
mation geometry.

Definition 3. (α-representation) For some positive measure m
1−α
2

i , the co-

ordinate system θ = (θi) derived from the α-divergence is

θi = m
1−α
2

i = fα(mi) (3)

and θi is called the α-representation of a positive measure m
1−α
2

i .

Definition 4. (α-geodesic) The α-geodesic connecting two probability vec-
tors p(x) and q(x) is defined as

ri(t) = c(t)f−1
α

{
(1− t)fα(p(xi)) + tfα(q(xi))

}
, t ∈ [0, 1] (4)

where c(t) is determined as c(t) = 1∑n
i=1 ri(t)

.

3 α-geodesical skew divergence

Definition 5. (α-Geodesical Skew Divergence) The α-geodesical skew di-

vergence D
(α,λ)
GS : P × P → [0,∞] is defined between two Radon–Nikodym

densities p and q of µ-absolutely continuous probability measures by:

D
(α,λ)
GS

[
p∥q

]
:= DKL

[
p∥m(λ,α)

f (p, q)
]

=

∫
X
p ln

p

m
(λ,α)
f (p, q)

dµ, (5)

where α ∈ R and λ ∈ [0, 1].

3.1 Properties

Proposition 6. (Non-negativity of the α-geodesical skew divergence) For

α ≥ −1 and λ ∈ [0, 1], the α-geodesical skew divergence D
(α,λ)
GS [p∥q] satisfies

the following inequality:

D
(α,λ)
GS [p∥q] ≥ 0. (6)

Proposition 7. (Monotonicity of the α-geodesical skew divergence with re-
spect to α) α-Geodesical skew divergence satisfies the following inequality for
all α ∈ R, λ ∈ [0, 1].

D
(α,λ)
GS [p∥q] ≥ D

(α′,λ)
GS [p∥q], (α ≥ α′).

Proposition 8. (Subadditivity of the α-geodesical skew divergence with re-
spect to α) α-Geodesical skew divergence satisfies the following inequality for
all α, β ∈ R, λ ∈ [0, 1]

Proposition 9. (Continuity of the α-geodesical skew divergence with re-
spect to α and λ) α-Geodesical skew divergence has the continuity property.

Proposition 10. (Lower bound of the α-geodesical skew divergence) α-
Geodesical skew divergence satisfies the following inequality for all α ∈ R, λ ∈
[0, 1].

D
(α,λ)
GS [p∥q] ≥

∫
X
p ln

p

max{p, q}
dµ. (7)

Proposition 11. (Upper bound of the α-geodesical skew divergence) α-
Geodesical skew divergence satisfies the following inequality for all α ∈ R, λ ∈
[0, 1].

D
(α,λ)
GS [p∥q] ≤

∫
X
p ln

p

min{p, q}
dµ. (8)

Theorem 12. (Strong convexity of the α-geodesical skew divergence) α-

Geodesical skew divergence D
(α,λ)
GS [p∥q] is strongly convex in p with respect

to the total variation norm.

3.2 Function space

For an α-geodesical skew divergence f
(α,λ)
q (p) = D

(α,λ)
GS [p∥q] with one side

of the distribution fixed, let the entire set be

Fq =
{
f
(α,λ)
q | α ∈ R, λ ∈ [0, 1]

}
. (9)

For f
(α,λ)
q ∈ Fq, its semi-norm is defined by

∥∥∥f (α,λ)q

∥∥∥
p
:=

∫
X

(∣∣∣f (α,λ)q

∣∣∣pdµ)1
p
. (10)

Theorem 13. Let N be the kernel of ∥ · ∥p as follows:

N := ker(∥ · ∥p) =
{
f
(α,λ)
q | f (α,λ)q = 0

}
. (11)

Then the quotient space V := (Fq, ∥ · ∥p)/N is a Banach space.


