
Sample size estimation using negative 
binomial distribution for determining the risk of adverse drug 
reaction in the post-marketing study.
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INTRODUCTION: 
In Good Vigilance Practice (GVP), safety manager must make a Risk 

Management Plan (RMP) for safety use of medical products. In RMP, 
identified risks are specified. An identified risk is an untoward occurrence for 
which there is adequate evidence of an association with the medicinal product 
of interest, for example, an adverse reaction observed in well-designed clinical 
trials or epidemiological studies for which the magnitude of the difference 
compared with the comparator group, on a parameter of interest suggests a 
causal relationship.

In Good Post-marketing Study Practice (GPSP), post-marketing safety control 
manager must conduct drug use-results surveys for evaluating the magnitude of 
the risk according to the post-marketing survey protocol with the pre-planned 
sample size. In almost all post-marketing survey protocols in Japan, the sample 
size was determined by the well known rule-of-three approach; N=3/λ for an 
anticipated risk λ.1) However, this approach accommodates for detection of 
unknown ADR (Adverse Drug Reaction). Thus it is not useful for evaluating 
the magnitude of risk of known ADR.

Negative binomial distribution is the distribution of random variable X, which 
is the total number of patients needed to get r ADRs. Zhu and Lakkis proposed 
sample the size estimation formula for negative binomial regression for 
accommodating over-dispersion of Poisson regression for rates2). In this study, 
we propose sample size estimation approach using negative binomial 
distribution for determining the risk of ADR in the post-marketing study.

Proposed Sample Size Estimation Approach:
On the label of drugs, the risk of ADR was often classified into three 
categories; (a) <1%, 1% - 5%, >= 5% or (b) <0.1%, 0.1% - 1%, >=1%. It is 
clinically useful if the risk of ADR was clearly classified according to the 
above categories.
In our approach, two sample sizes (n1, n2) and two numbers of ADR (k1, k2) are
estimated according to the case of categories such as (a) or (b) and a decision
table is made by these figures. Table 1 shows an example of decision table for
the case of categories (a).

The estimation algorithm is constructed by the following five steps.
Step 1; determine the lower number of ADR (k1) we will observe.
Step 2; estimate the lower sample size (n1) based on the cumulative probability
of negative binomial distributions to meet the condition: Pr(k1 | λ=the upper
threshold of the risk of ADR(λ2) ) > 95 %. Cumulative probability Pr(r | λ) for
the sample size n is defined as the following formula.

Step 3; estimate the upper number of ADR (k2) based on the sample size n1 and 
the upper threshold of the risk of ADR(λ2) to meet the condition: Pr(k2 | λ=the 
upper threshold of the risk of ADR(λ2) , n1) < 5 %.
Step 4; estimate the upper sample size (n2) to meet the condition: Pr(k1 | λ=the 
lower threshold of the risk of ADR(λ1) ) > 95 %.
Step 5; estimate the cumulative probability (p) based on the lower threshold of 
the risk of ADR(λ1) and the upper number of ADR (k2) and the upper sample 
size (n2): Pr(k2 | λ=the lower threshold of the risk of ADR(λ1)).

Table 1: An example of decision table for the case of categories (a)
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Applied example:
For applied example, we estimate the parameters of decision tables for the two 
cases of categories; (a) <1%, 1% - 5%, >= 5% and (b) <0.1%, 0.1% - 1%, >=1%.
Figure 1 showed the cumulative probabilities against sample sizes for the case of 
categories (a); λ1=1%, λ2=5% and k=2,3,4. Figure 2 showed the cumulative 
probabilities against sample sizes for the case of categories (b); λ1=0.1%, λ2=1%  
and k=1,2,3. Table 2 showed the parameters of decision tables for these cases of 
categories.

Figure 1: Cumulative probability for the case of categories (a) <1%, 1%-5%, 
>5% and k=2,3,4. 

Figure 2: Cumulative probability for the case of categories (b) <0.1%, 0.1%-1%, 
>1% and k=1,2,3. 
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Table 2: Estimated parameters of decision tables

Discussion: 
Our approach was focused on constructing the decision table for classification of 
the risk of ADRs based on the negative binomial distribution. On the post-
marketing survey, the real-time assessment of the risk of ADRs is needed, so we 
considered that the negative binomial distribution was appropriate  for modeling 
the observed number of ADRs. 
The cumulative probabilities (p) in the decision tables can be interpreted with the
probability that more than k2 ADRs observe when the lowest category of the risk
of ADRs is true. In Table 2, all cumulative probabilities (p) were sufficiently low,
so we can clearly declare the risk of ADRs was the middle category of the risk.
If we choose k=1, the cumulative probability was equivalent with usual binomial
distribution. So our approach to the sample size estimation was equivalent with the
rule-of-three approach2) and our approach was a natural extension of the rule-of-
three approach to sample size estimation using more than one ADRs.
Estimated sample sizes for (b) were huge especially on n2, so this revealed that
rare events such as less than 0.1% were difficult to be classified clearly. However
our approach was useful for classification of the moderate risk because sample
sizes for the risks with more than 1% were feasible. In addition if the risk of ADRs
was very high more than expected, the number of ADRs exceed k2, so we can
detect it as early as possible.
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