
Utilizing specific Linear Mixed model (Fay and Herriot, 1979 etc.)

Fay Herriot (FH) model

Empirical Best Linear Unbiased predictor (EBLUP)

: PR estimator, PML estimator, REML estimator

1. Introduction: Estimation for each area (or domain) mean

2. Practical Problem

PML and REML could yield zero estimates

[1] Avoiding zero estimates of ψ through specified adjustment factors (term)

[Li and Lahiri, 2010; Lahiri and Li, 2009]

Mean Squared Prediction Error (MSPE) inflation could be caused by

their strictly positive estimators of ψ when B gets closer to one

[2] Preserving from such problems [Yoshimori and Lahiri, 2014]

・New AM.YL and AR.YL provide strictly 

positive estimates, not like RE and PML.  

・MSPEs of new EBLUPs perform well, 

compared with these of previous estimators

(AR.LL and AM.LL). 

Disadvantage: 

Considered only in the context of the FH model

Study goal :

Extension to Nested Error Regression model which has two unknown 

variance parameters for avoiding zero estimates but keeping precision 

of EBLUP with REML estimator.    

3. Extension to Nested Error regression 

model (NERM)
NERM (Battesse et al., 1988) : unknown two variance parameters

Suggestion:

where          

Theorem. 1. Under some regularity conditions, we have, for large m:

Advantages: Avoiding zero estimates, but keeping precision of EBLUP with 

REML estimator asymptotically. [with some assumptions given in Das et al. 

(2004) and  Kubokawa (2011), included                     ]. 

Hirose (2015) suggested a class of adequate adjustment factor for avoiding zero 

estimates. 

4. Data Analysis
Data: Corn soy bean data (Battesse et al., 1988) 
Survey and satellite data for corn and soy beans in 12 Iowa counties, obtained from the 

1978 June Enumerative Survey of the U.S. Department of Agriculture and from land 

observatory satellites (LANDSAT) during the 1978 growing season. 37 observations. 

(Molina et al., 2015 [R package “sae”])

小地域推定におけるモデル分散パラメーターに対する0推定値の

発生とその回避法
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Sample mean is not reliable 

when there are many small areas
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Left figure : Data analysis with 7 areas  

[In this case, REML estimate gets zero]   

we can see differences of EBLUP 

between the usage of RE and Adjusted 

RE. 

Right figure : Data analysis with All 

12 areas [In this case, REML estimate 

gets non- zero]

Adjusted RE provides very similar 

results to EBLUP with REML. 
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