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1 Motivation

Kernel methods are increasingly used to solve various problems in statistical sci-
ence and also in many other research fields. Its offer versatile tools to process,
analyze, and compare many types of data and offers state-of-the-art perfor-
mance in many cases. In machine learning, the field of research devoted to
the formal study of learning systems, the positive definite kernels have become
wider applicable methods, Hofmann et al.(2008).

During the last one decade the unsupervised learning has become one of the
utmost application area of kernel methods. While the choice of kernel in kernel
methods is essential, the kernel choice in unsupervised learning has not yet been
established. In this paper, an attempt has been made to choice the kernel in
kernel canonical correlation analysis and kernel principal component analysis
through cross-validation, a popular method of model-selection. We also have
studied the numbers of principal component to keep in kernel principal compo-
nents analysis. We investigate the performance of radial basis kernel(RBK) by
simulated data with different models.

2 Unsupervised Learning

We may distinguish between two different types of machine learning likely, su-
pervised learning and unsupervised learning. In unsupervised learning the ma-
chine entertain only inputs but obtains neither supervised target outputs nor
rewards from its environment.

2.1 Kernel Principal Component Analysis(Kernel PCA)

Kernel PCA is a powerful tool for extracting structure form a high dimensional
feature space, nonlinear related to the input variables, proposed by Scholkof, and
Somla, (1998). It is computationally similar to classical PCA on n observations
with n x n kernel matrix. Like classical PCA, the number of component to keep
for kernel PCA is essential but not yet establish. On other hand the choice of
kernel in kernel PCA also not suggested yet.

In kernel PCA, we have different feature space for each kernel and not able to
apply cross-validation for kernel choice directly. We would apply cross-validation
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Kernel Trick

Figure 1: The system of kernel CCA.

to keep number of components and choice of kernel by exact pre-image or ap-
proximate pre-image of corresponding input pattern

2.2  Kernel Canonical Correlation Analysis(Kernel CCA)

Kernel canonical correlation is a such type of powerful tool to seek such a method
that gives us accurate measurement in case of nonlinear data. This nonlinear
technique proposed by Akaho (2000). While kernel CCA has gained popularity
as well as implementation in the nonlinear analysis last few years, Bach, et
al.(2002); Fukumizu et al. (2007) and Hardoon et al. (2004) but the problem
of kernel choice in this method is not fixed yet.

For leave one out cross-validation, we are not able to extract the kernel
canonical correlation. Canonical correlation analysis is the generalization of
regression analysis with multiple response variables. In this work , we use mean
square error like as regression analysis to perform leave one out cross-validation
for kernel choice in kernel CCA.
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