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Recent Achievements of Deep Learning on Recognition of Modern Japanese Magazines
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g Introduction B

+ Since historical documents are an invaluable resource for
historians In exploring social aspects, lifestyles, even
weather In the previous era, many countries have been
preserved their historical documents

+«Document analysis and recognition can speed up the
transcription process.

+\We Iimprove textline recognition by enlarge small training
set by parallel text images (original Kindal and Japanese
Font)

+We propose a distance based objective function adapt

between original Kindai images and Japanese Font images.

Dataset & results

4+ We employed The dataset from The National Diet Library
(3997 pages) for training and Shisou dataset (922 pages) for
evaluation.

<+For parallel text line images, we employ Noto Sans and
Noto Serif to generate textline images. As the result, we
Increase NDL dataset by 2 and 3 times

<+ [he number of categories Is 5,398 which contains many
character categories that do not use In current Japanese
character system.
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