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Abstract
We have addressed a statistical estimation problem on Gaussian copula model, where a working model is Gaussian copula but an underlying distribution may be largely different from Gaussian copula. Usual estimators, like maximum likelihood estimators (MLEs), do not work well when such the large model misspecification occurs. We have proposed to apply a gamma estimator (GE) associated with projective power cross entropy to this problem. Owing to the property called emergence $\Omega$, the gamma estimator works well not only when an underlying distribution is Gaussian copula but also when some kind of large misspecification occurs.

【Gaussian Copula Model and Gamma Estimator】

The density function of Gaussian copula is given by

$$c_G(u, P) = \det(P)^{-1/2} \exp \left( -\frac{1}{2} x^T u T^{-1} x \right), \quad u \in [0, 1]^m,$$

where $P$ is a correlation matrix, $x = (\Phi^{-1}(u_1), \ldots, \Phi^{-1}(u_m))^T$, and $\Phi(x)$ is the distribution function of the standard Gaussian distribution.

Let $u^{(1)}, \ldots, u^{(n)}$ be a random sample from a copula with the probability density function $c(u)$. If we use $c_G(u, P)$ as a working model, then the model is called Gaussian copula model. The projective power cross entropy between $c(u)$ and $c_G(u, P)$ is defined by

$$C_G(c(\cdot), c_G(\cdot; P)) = -\frac{1}{\gamma} \left( 1 + \gamma \right) \frac{m}{\pi} \frac{1}{\pi^m} \det(P) \frac{1}{\pi^m} \int_{R^n} g(x) \exp \left( -\frac{\gamma}{2} x^T P^{-1} x \right) dx, \quad \gamma \neq 0,$$

where $g(x) = c(u(x))$ is the loss function denoted by $L_G(P)$ associated with the projective power cross entropy is defined by

$$L_G(P) = -\frac{1}{\gamma} \left( 1 + \gamma \right) \frac{m}{\pi} \frac{1}{\pi^m} \det(P) \frac{1}{\pi^m} \int_{R^n} \exp \left( -\frac{\gamma}{2} x^T P^{-1} x \right) dx,$$

where $x^{(i)} = (\Phi^{-1}(u_1^{(i)}), \ldots, \Phi^{-1}(u_m^{(i)}))^T, \quad (i = 1, 2, \ldots, n).$

When $L_G(P)$ has one locally minimum solution, then the underlying distribution is estimated to be Gaussian copula and the gamma estimator of $P$ is defined by the minimum solution.

When $L_G(P)$ has $\ell (\ell \geq 2)$ locally minimum solutions, then the underlying distribution is estimated to be not Gaussian copula but mixture of $\ell$ Gaussian copulas. The gamma estimators from each Gaussian copula are defined by the locally minimum solutions.

Theorem 1 If $c(u) = c_G(u, P_0)$, then $C_G(c(\cdot), c_G(\cdot; P))$ has one locally minimum solution $P_0$.

Consider $c(u)$ is not a Gaussian copula density function, especially

$$c(u) = \tau c_G(u, P_1) + (1 - \tau) c_G(u, P_2), \quad \tau \in (0, 1).$$

In two dimensional case, $C_G(c(\cdot), c_G(\cdot; P))$ is a univariate function of the non diagonal element of $P$. A sufficient condition that this univariate function has two locally minimum solutions is the following:

Theorem 2 Suppose $c(u) = 0.5c_G(u, P_1) + 0.5c_G(u, P_2)$, where

$$P_1 = \left( \begin{array}{cc} 1 & \rho_0 \\ 0 & 1 \end{array} \right), \quad P_2 = \left( \begin{array}{cc} 1 & -\rho_0 \\ 0 & 1 \end{array} \right),$$

If $\rho_0 > \sqrt{\sqrt{2} - 1}$ and $\gamma = 1$ then $C_G(c(\cdot), c_G(\cdot; P))$ has two locally minimum solutions in the interval $(0, 1$) respectively.

【Simulation Results】

Procedure: Suppose $c(u) = 0.5c_G(u, P_1) + 0.5c_G(u, P_2)$, where $P_1 = I + \Lambda \odot (a_2 \rho^T)$, $\Lambda$ means Hadamard product, $A$ is a matrix such that

$$N_{ij} = \begin{cases} 0 & i = j \\ 1 & i \neq j \end{cases},$$

and

$$a_1 = (0.92, 0.92, 0.92, 0.92, 0.85, 0.85, 0.85, 0.85, 0.85, 0.85)T, \quad a_2 = (-0.92, -0.92, -0.92, -0.92, -0.85, -0.85, -0.85, -0.85, 0.85, 0.85)T.$$

We have generated a sample of size 10000 from $c(u)$ to calculate the GE and repeated 50 times. If there are two GE’s $G_1$ and $G_2$ such that

$$||G_1 - P_1|| < ||G_2 - P_2||,$$

then $G_1$ is thought of as an estimator of $P_1$ and $G_2$ for $P_2$. When two GE’s are not obtained, we call it failure case.

Result: We have succeeded 42 times out of 50 and calculated the root mean square error (RMSE). Some of the results are tabulated in Table 1. Here $i, j$ element of $P_2$ is denoted by $P_{2ij}$. The RMSEs of $[P_1]_{13}$ and $[P_2]_{13}$ are smaller than others because $[P_1]_{13} = [P_2]_{13}$.

Table 1: The RMSEs of the GE’s of $[P_1]_{13}$, $[P_2]_{13}$, $[P_1]_{21}$, and $[P_2]_{21}$

<table>
<thead>
<tr>
<th></th>
<th>$P_{11}$</th>
<th>$P_{12}$</th>
<th>$P_{13}$</th>
<th>$P_{21}$</th>
<th>$P_{22}$</th>
<th>$P_{23}$</th>
<th>$P_{13}$</th>
<th>$P_{23}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>0.137</td>
<td>0.021</td>
<td>0.142</td>
<td>0.143</td>
<td>0.018</td>
<td>0.148</td>
<td>0.137</td>
<td>0.021</td>
</tr>
</tbody>
</table>

【Discussion】

Our methodology can be applied to the case when an underlying distribution may be mixture of Gaussian copula. It is also possible to apply gamma estimators to the case when the underlying distribution is mixture of t-copula or mixture of Gaussian copula and t-copula. However it is difficult to detect heterogeneous structure when mixture ratio is not same for two components and components are greater than 2. Those are future studies.
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